
 

26 
 

Sampling (MANS 1M.1) 
Session Chair: Cristiano Tessitore (Eurostat) 

Random Forest algorithm to adjust for Census population over-counts 

Violeta Calian (Statistics Iceland), Margherita Zuppardo (Statistics Iceland) 

 

The End of Random Sampling 

Gary Brown (Office for National Statistics-ONS) 

 

Combining probability and non-probability samples on an aggregated level 

Ton de Waal (Statistics Netherlands-CBS), Sofia Villalobos Aliste (Utrecht Universtity); Sander 

Scholtus (Statistics Netherlands);  

  



 

27 
 

Random Forest algorithm to adjust for Census 
population over-counts  
 
  
Keywords: Census, machine learning, R language, open-source code, non-response 

 

1. Introduction 

One of the most important purposes of the 2021 digital Icelandic census is to provide an 

accurate description of the population residing in the country. The standard way to 

identify this population is to directly consult public registers on the long-term residence 

status of everyone in the country. However, it is a known problem that many people, of 

both Icelandic and foreign origin, do not notify the authorities when moving overseas, 

despite it being a legal requirement. 

This phenomenon cannot be ignored in the context of the census without incurring into 

significant biases in the estimates of demographic and social attributes such as age and 

income distribution, fertility and mortality rates or employment and education profiles [1]. 

Fortunately, most individuals that are present in the country leave a track of their 

presence in public registers by, for instance, paying taxes and being employed in the 

country, attending school, buying real estate property or changing their address within the 

country. Other demographic attributes such as gender, age, or country of origin also 

provide some indication on the likelihood of each person of migrating for a significant 

period of time. We refer to all these indicators as ‘signs of life’ (SOL). This is essentially a 

binary classification problem, where the status of each individual has to be coded as ‘in’ or 

‘out’ of the country according to certain predictors. 

 Since the previous edition of the Census in 2011, there has been an explosion of new 

resources in the field of machine learning and many open-source packages which are 

designed to solve this exact class of problems have become available. Statistics Iceland 

took advantage of this development and trained and optimized a classification algorithm 

to estimate the true population for the 2021 Census. Such techniques had not been 

previously applied to similar matters in the field of demography, to our knowledge. Other 

methods were used instead [2], based on more ad-hoc scores defined over signs of life. 

In the following, we describe the process solving the overcounting problem by applying 

classification statistical methods to the total Census population. First, we provide a brief 

description of the dataset used to train the algorithms. Next, we show how several most 

widely known machine learning algorithms can be applied to our problem and motivate 

the choice of one of them, the Random Forest algorithm, based on a set of performance 

measures. Later, we describe the way that tuning the parameters of the Random Forest 

affects the performance of the method and justify the choice of optimum parameters. We 
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finally give a brief overview of how the application of this model changed the Census 

statistical results. 

2. Methods 

2.1. Building a training dataset  

The first step in building a training dataset is to identify a group of individuals that can be placed 

with certainty in or out of the country at a given time. For this purpose, we used the Icelandic 

Labor Force Survey (LFS) data for the years between 2014-2018. Of the 17710 individuals, 18 

years old and over, which were sampled in this survey, only 537 were declared as ‘out’ of the 

country, making our dataset rather unbalanced. 

Identifying the most important predictors (SOL) of presence is a challenge in itself. On the one 

hand SOL need to be readily available for all individuals in the public registers when the model is 

eventually applied to the total population for predicting the status of true presence/absence. 

For example, banking information and car ownership were excluded from the model due to this 

very reason, but may be significant and could be included in the future. 

On the other hand, information in the public registers needs to be re-coded in order to 

maximize the importance of predictors in the final model. For example, we found that having 

children in the public school system or being registered as a student did not have a big 

importance in the final model as such. Hence, we decided to use these variables in a more 

parsimonious way, describing how many people in the family unit are in the school system and 

this new variable proved to have a higher impact. 

Our final dataset has a total of 20 predictor columns, of which 9 are binary variables and 11 

numeric ones. A full list of predictors may be provided on request. 

2.2. Performance metrics 

We used the open-source R package ‘Caret’ [3] to train a variety of algorithms in a unified 

notation. In order to choose the final algorithm, we first had to decide which performance 

metrics were the most relevant for our problem. These can be best defined as a function of the 

elements of the confusion matrix (CM) shown below 

 

 TRUE IN TRUE OUT 

P IN TP FP 

P OUT FN TN 
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ACCURACY 𝑇𝑁 + 𝑇𝑃

𝑁_𝑡𝑜𝑡
 

  

SPECIFICITY 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

  

SENSITIVITY 𝑇𝑁

𝑇𝑁+𝐹𝑃
 

  

POP. ERROR |𝐹𝑃 − 𝐹𝑁|

𝑁𝑡𝑜𝑡
 

  

 

The measure we selected were: accuracy, sensitivity and specificity, as defined in the table 

above, which are standard and widely used for binary classification.  We split the our dataset 

into 70% of the rows for training and the metrics were evaluated on the remaining 30% of the 

rows for testing.  

In addition, since our problem is applied to Census data, we used the ‘population error’ as a 

fourth metric. This is the percentage of the total population which is either over- or under-

estimated.  This accounts for the fact that the total number of people in the country can be kept 

close to the true number if the ‘wrong’ estimates compensate each other. 

Note also that sensitivity and specificity often compete when tuning a model. For our problem, 

we want to be on the safer side of keeping the specificity higher thus allowing a slight over-

count of the population, even though this means lowering the model’s sensitivity. 

3. Results 

Table 1. Performance of different algorithms 

Method  

Accuracy 

(%)  

Sensitivity 

(%)  

Specificity 

(%)  

Population 

error (%)  

Register data 96.7  0.0  100.0  3.3  

Logistic regression  96.8  14.2  99.6  2.6  

Decision tree  97.0  16.4  99.8  2.3  

Neural network  96.9  17.5  99.6  1.6  

AdaBoost  95.1  26.3  97.5  0.01  
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Random forest (untuned)  97.0  25.1  99.5  2.1  

Optimized RF (final model)  96.0  48.0  98.0  0.04  

Latest results (revised data)  96.7  56.0  98.2  0.2  

 

3.1. Performance of different algorithms 

The table above shows how different algorithms performed under our metrics of choice. 

Among those, we decided to exploit the Random Forest algorithm available in the 

RandomForest package for R [4]  

3.2. Random forest optimization 

Figure 2 shows how the Random Forest probability cutoff values affect our selected 

performance measures. While the specificity and the accuracy stay rather high when increasing 

the cutoff value (of the probability which defines the status as in/out of the country) above a 

certain value, the specificity and the population error are most affected by this tuning. For this 

reason, we choose the cutoff parameter corresponding to specificity above 98% while 

optimizing the other metrics. This led to a cutoff value of about 20%. The resulting metrics are 

shown in Table 1. Tuning of the other parameters, specifically the stratification proportion 

(sampsize) needed due to the un-balanced in/out samples, allowed further improvement as 

shown in the last row of Table 1.  

  

A similar method was applied to the foreign citizenship population and to the total register 

population, separately. There were 7100 individuals predicted to be out of the country, of which 

3770 foreign citizens. This is in the range that we would expect based on the data on delayed 

de-registration from previous years. 

Conclusions 

The Machine Learning methods described in this paper allowed us to adjust the Icelandic 

population for the errors due to the individuals who emigrated without informing the national 

registers. Our final model of choice, based on the Random Forest algorithm, allowed a 

sensitivity of above 50%, while keeping specificity and population error at ‘safe’ levels. 

Figure 2. How cutoff tuning affects the 

performance of the Random forest. 

The optimal cutoff is chosen as the one 

allowing for the highest sensitivity while 

keeping specificity above 98%. 
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3.3. Future development 

Although we are satisfied with the results of our work, we would like to improve the 

performance of our model in the future. This could be done by improving the training data, by 

using the information about late deregistration that will occur in the next months after the 

reference Census date. This method can also be used routinely, to adjust the total population 

count of individuals in Iceland.  

 

This will also allow us to use our model to predict non-response in public surveys. By sampling 

individuals from the population that is predicted as ‘in’, it will save time and resources, and 

lower the non-response rates.  
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